Abstract

This project investigates the effects of gender in a human-robot collaboration interaction. In the experiment, participants completed four Sudoku-like puzzles with a robot from which they could verbally elicit help. The robot was given the gendered characteristics of a gendered computer generated voice and either the name Charlotte (female condition) or Charley (male condition). Contrary to expectations from psychology, male participants asked the robot for help more frequently regardless of its assigned gender. Participants of both genders reported feeling more comfortable with a robot assigned the other gender and preferred the male robot’s help. Findings indicate that gender effects can be generated in human-robot collaboration through relatively unobtrusive gendering methods and that they may not align with predictions from psychology.

Background

Gender effects are present and well-studied in human-human interaction and collaboration. When presented with the description of a potential helper, men have been seen to be more likely to seek help from a woman than from a man (Nadler, Maler, & Friedman, 1984). On the other hand, mixed-gender groups working on collaborative computer-based tasks exhibit less collaborative behavior (Collazos, Guerrero, Llana, & Oetzel, 2002) and lower performance (Underwood, McCaffrey, & Underwood, 1990) than same-sex groups in identical circumstances. Women were also more likely to seek help in general (Nadler et al., 1984). Women and men also show differences in asking for help from attractive versus unattractive members of the same or different gender (Nadler, Shapira, & Ben-Izhak, 1982). These effects also carry over to perceived helpfulness: Menzel and Carrell (1999) found a strongly mediated but nonetheless significant effect on perceived learning where students believed they learned more when taught by a professor of the same gender.

Existing literature suggests that helpfulness is not the only quality that people perceive through a lens of gender. In 1968, Rosenkrantz et al found that over 75% of participants of both genders associated a number of attributes to one gender or the other. In particular, participants associated competence, dominance, independence, and logic with males, and emotion, subjectiveness, submission, and tact with females (1968). These stereotypes were reaffirmed in a survey by Hosoda and Stone (2000). Biernat and Kobrynowicz found that these biases can affect other behavior, as subjects that were asked to evaluate candidates in a mock job interview setting rated woman and minorities against a lower standard for baseline competence but more stringent standards for high levels of competence (1997; 2010). Even gendered voices with no other stimuli evoke different responses in the brain (Lattner, Meyer, & Friederici, 2005; Decasper & Prescott, 1984).

After interacting with a robot, people will often bring up comments on robot gender unprompted, demonstrating that its strength as a social cue is still highly relevant (Carpenter et al., 2009). In another study, participants used more complex language when describing the stereotypically female domain of relationships to a female robot than a male robot (Powers et al., 2005). Men have also been shown to be more willing to make donations when asked by a female robot (Siegel, Breazeal, & Norton, 2009). This study also demonstrated that after the interaction, participants saw robots of the other gender as more credible, trustworthy, and engaging, indicating an other-gender preference in the case of a robot asking a human for a help. It has been found that in particular situations, people prefer interaction with an other-gender robot (Park, Kim, & del Pobil, 2011) and will consider a robot displaying other-gender characteristics more attractive, interesting, and trustworthy than one displaying same-gender characteristics (Siegel et al., 2009). In many studies, gender was conferred to the robot using only a single, relatively subtle cue: a gendered name and introduction (Nomura & Takagi, 2011), voice modulation (Siegel et al., 2009), a combination of the two (Crowley, Villanoy, Scheutz, & Schererhornz, 2009), or voice modulation accompanied by variation in lip color (Powers et al., 2005). These results indicate that even with limited gender cues behavioral responses can be elicited from humans by robotic stimuli. This study explores the shaping of perceptions within the specific case of a human seeking help from a gendered robot collaborator.

Methods

To study gender effects on human-robot collaboration we designed a 2x2 study on robot and participant gender. Robot gender was assigned with a name/pronoun cue and a voice cue. Past studies have shown that these cues alone are sufficiently strong to elicit a gender response. Changes in appearance were avoided as they could confound results. We picked a puzzle-based task because it provided a way for the robot to contribute to the participant’s success while allowing the variety of interaction to be limited, ensuring that participants shared a standard experience. The puzzle chosen was sudoku, with the numbers 1-9 replaced with the letters A-I so that both analytical and verbal skills would be indicated and the robot perception would not be affected by stereotypes of numerical intelligence. Participants were given four puzzles in order of increasing difficulty to control for differences in their previous experience with the activity. Each puzzle was in-
Hypotheses

• H1 Women would ask more questions of the robot than men, regardless of robot gender.

• H2 Participants of both genders would ask more questions of a robot assigned the opposite gender.

Procedure

Participants were presented with an entrance survey and a warm-up puzzle as an introduction to the task. They were told by the experimenter that the purpose of the study was to aid development of robots for use in human-robot collaboration in puzzle solving. They were then introduced to the robot and told that it had been developed to collaborate with humans on the task. Participants were informed that the robot could not see, but that it could speak and hear and that the experimenter would be “downloading” the puzzle to the robot.

The task used in this experiment was a set of Sudoku puzzles over the letters A through I instead of the conventional numbers 1 through 9. The puzzle is a 9x9 grid into which each of the letters must be placed so that each letter appears in every row, column, and 3x3 square once. The grid’s rows were labelled with the letters A through I and its columns were numbered 1 through 9. This system was explained to the participants as a way to communicate with the robot, for example referring to the upper-left cell in a puzzle as “square A1.”

Participants each completed four puzzles with the robot. Each trial (puzzle) was limited to five minutes, and participants were told to begin and end work upon verbal cues from the robot. The starting cue was “Hi, my name is Charley/Charlotte. Let’s work together” for the first puzzle and “I have received the puzzle. Let’s get started” for the remaining three puzzles. The robot was remotely operated by the experimenter based on audio monitoring of the interaction. For responding to participant queries, the experimenter was able to select from the following phrases:

• I think so
• I don’t think so
• There is/are [number] minutes remaining
• I think there is a [letter] in square [coordinates]

If the participant asked a question that could not be answered with one of these phrases, the robot would respond with “I don’t know how to answer that”. The robot also automatically informed the participant when one minute remained in each trial, and at the end of each trial with the phrase “time is up”. Before speaking, the robot moved its body down, tilted forward, and paused for two seconds to emulate thinking. At the end of each trial, the experimenter returned and administered a brief survey.

Participants

The 48 participants used in this study were members of the Yale community (24 female and 24 male). Data were collected over a 12-week period. Participants were compensated for their time with entry into a gift card lottery.
Robot

The robot used in this study was a Keepon, seen in Figure 2a. Keepon is a small, yellow robot that has previously been used to study human-robot interaction (Kozima, Michalowski, & Nakagawa, 2009). The robot sits on a stationary platform and has four degrees of freedom allowing it to rotate on the platform, tilt backwards and forwards, lean sideways, and bounce up and down. It has cameras in its eyes and a microphone in its nose.

Conditions

Each participant was randomly assigned to either the female or male robot experimental group upon arrival. This, plus participant gender, created four experimental groups: male-participant/female-robot (M/F), female-participant/female-robot (F/F), male-participant/male-robot (M/M), and female-participant/male-robot (F/M). The experimenter referred to the robot as “Charlotte” in the female robot conditions and as “Charley” in the male robot conditions. This name change was reflected in the experimental surveys, which also referred to the robot by the appropriate gendered pronoun. The gendering was reinforced by the choice of the robot’s computer generated voice: Mac OS X’s “Vicki” for the female robot and “Alex” for the male robot.

Measures

The experimenter operating the robot recorded the number of successful and failed interactions between the participants and the robot. Failed interactions were defined as any incidents of participants asking questions that necessitated the “I don’t know how to answer that” response, with successful interactions defined as any other incidents of participants asking questions. The puzzles were also scored and recorded. The surveys completed after the first, second, and third puzzles contained five 7-point Likert-scale questions on the robot’s perceived intelligence, competence, helpfulness, trustworthiness, and likability. The fourth survey contained seventeen 7-point Likert-scale questions in addition to several free-response questions.

Results

Data were collected from 48 participants, 12 in each condition. Participant scores were calculated by totaling the number of correctly placed letters in each puzzle at the end of the trial time. There was no significant effect of either participant gender (F(1,44) = .023, p = .881) or robot gender (F(1,44) = 1.479, p = .230) on this measure of task performance. A two-way analysis of variance found a borderline significant effect of participant gender on the number of successful interactions (F(1,44) = 3.263, p = .078, Female participants: M = 58.125, sd = 5.725, Male participants: M = 72.750, sd = 5.725) and a significant effect of gender on the number of failed interactions (F(1,43) = 6.836, p = .012, Female participants: M = .750, sd = .304, Male participants: M = 1.875, sd = .304) initiated with the robot. In the exit survey, participants were asked for an estimate of how many times they asked the robot for help during each puzzle. There was a borderline significant participant gender-robot gender interaction on the difference between this measure and the actual number of requests for the first puzzle. A summary of this result can be found in Table 1. The participant gender effect on number of interactions may have resulted in a different experience for male participants versus female participants. To account for this...
Figure 3: The above are plots of adjusted means calculated by performing analyses of covariance using total successful interactions and total failed interactions as covariates.

In this experiment, participants were asked to engage in puzzle solving with a characteristically gendered robot. It remains unclear whether the results found were driven by a gender bias or by reactions to the specific ways the robot’s gender was manipulated. It is possible, for instance, that the differences found were differing reactions to the computer-generated voices chosen. Furthermore, previous research has found that people tend to identify robots as either genderless or male (Shin & Kim, 2007). It must be noted that age and culture differences may make Shin’s result inapplicable to the demographic targeted here since his participants were Korean schoolchildren rather than American young adults. However, in the absence of a comparable study performed at an American university this result is the closest we have to a characterization of robot gender assumption. Then we expect that if a participant identifying a robot as male was confronted by the female voice and naming given to Charlotte, it is possible that the dissonance between their perception of the robot and its gendered characteristics may have made the robot a less desirable partner. This effect may have been particularly present for male participants who worked with the female robot, who on average referred to the female robot as ‘it’ more frequently in proportion to gendered pronouns than men with a male robot or women with either robot gender.

Contrary to our first hypothesis (H1), male participants initiated more interactions with the robot than female participants. This stands in contrast with previous research in psychology that has found men less willing to ask humans for help. Results from psychology support the notion that men are more comfortable with novel technology than women are, an effect that has been confirmed in the domain of human-robot interaction (Carpenter et al., 2009).
fluenced their willingness to ask the robot for assistance. At the same time, female participants rated themselves as liking the robot of both genders at a higher level than male participants at a borderline significant level (F(1,42) = 3.466, p = .070, Female participants: M = 5.726, sd = .280, Male participants: M = 4.941, sd = .280). This may have been because while male participants felt more comfortable asking for assistance, this asking inspired negative feelings towards the robot. It is also possible that within the framework of the experiment, the interactions were not perceived as asking for help. One participant referred to the robot as an “answer key” either because of the nature of the questions asked or a lack of agency attributed to the robot. If participants saw themselves as using the robot rather than interacting with it, we would expect the results from the human-robot interaction literature to dominate the effects predicted from collaboration psychology.

Contrary to our second hypothesis (H2), we did not find that participants were more likely to ask for help from a robot assigned the opposite gender. However, participants interacting with a robot of the opposite gender on average rated the robot as making them feel more comfortable. This comfort may have stemmed from a number of different aspects of the interaction. Given that the participants were prompted to ask the robot for help, this result might reflect their comfort in seeking assistance from the robot. This would support previous research that found men to be more willing to ask for help from women and vice versa, and with studies that show more positive interactions with robots of the other gender (Siegel et al., 2009; Park et al., 2011; Powers et al., 2005). It is also possible that participants were more comfortable with the different computer voice, or simply from interacting with a different-gendered robot.

Both of our hypotheses, based on previous study of human-human collaboration, were incorrect. Our results were, however, supported by studies of non-collaborative human-robot interaction, which suggests that the type of the interaction is less important than the type of interactive partner. On the other hand, psychological effects may have played a role in the perception of the interaction. This could explain why men underestimated the number of questions they had asked the female robot and overestimated the number of requests to the male robot. This means that within the domain of each interaction, psychology literature cannot predictably be applied to gendered interactions with robots and when multiple social factors are involved, as in this experiment, the behaviors and perceptions of participants must be measured rather than inferred from previous studies. Further research is needed to elucidate and confirm the gender characteristics that evoke different reactions, and the social dynamics that underlie those differences.

To complicate this picture, participants rated the male robot more highly than the female robot for their agreement to the statement “I would prefer working with Charlotte/Charley over a human partner for this task.” However, it is unclear in what way the female robot was perceived as comparatively less desirable. There were no significant effects of robot gender on the related ratings of liking and the robot’s ability to solve the puzzle. Further study is required to determine whether this preference was due to the robot’s perceived social abilities, task-solving abilities, or other factors.

**Conclusion**

In this experiment we presented participants with a series of puzzle-based tasks and a robot partner to assist them. This robot was assigned a gender through seemingly unobtrusive cues: name and voice modulation. Contrary to expectations based on psychological literature, male participants engaged in more help-seeking interactions with the robot than did female participants, perhaps because of the effectiveness of the help, which has been shown to influence men’s technology usage more than that of women (Venkatesh & Morris, 2000). Also in contrast with psychology literature, we did not find that participants asked more questions of a robot of the other gender, but participants did report that they were more comfortable with the robot in that case. Participants of both gender reported a preference for working with the male robot, though it is unclear if this is an effect of gender or the specifics of how the robots were gendered. Overall, these results indicate that human-robot interactions can be significantly affected by fairly subtle gender cues, and that these effects may not be reliably predictable from studies of human-human interactions. Because our results more closely mirrored those from other kinds of human-robot interactions than those of human collaborations, we suspect that a task with expanded opportunity for collaboration, which was requested by many participants, may foster interactions which more closely match psychological results. However, the required range of possible interactions would make it difficult to ensure standardization or even similarity of participant experience.
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