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Abstract—Mistakes, failures, and transgressions committed by
a robot are inevitable as robots become more involved in our
society. When a wrong behavior occurs, it is important to
understand what factors might affect how the robot is perceived
by people. In this paper, we investigated how the type of
transgressor (human or robot) and type of backstory depicting
the transgressor’s mental capabilities (default, physio-emotional,
socio-emotional, or cognitive) shaped participants’ perceptions of
the transgressor’s morality. We performed an online, between-
subjects study in which participants (N=720) were first intro-
duced to the transgressor and its backstory, and then viewed
a video of a real-life robot or human pushing down a human.
Although participants attributed similarly high intent to both the
robot and the human, the human was generally perceived to have
higher morality than the robot. However, the backstory that was
told about the transgressors’ capabilities affected their perceived
morality. We found that robots with emotional backstories (i.e.,
physio-emotional or socio-emotional) had higher perceived moral
knowledge, emotional knowledge, and desire than other robots.
We also found that humans with cognitive backstories were
perceived with less emotional and moral knowledge than other
humans. Our findings have consequences for robot ethics and
robot design for HRI.

Index Terms—robot ethics; backstories; morality; human-
robot interaction.

I. INTRODUCTION

Artificial intelligence (AI) and robotics are becoming more
involved in our lives than ever. As a result, it is inevitable that
people will experience these technologies doing something
that they deem to be unacceptable or wrong. Whether these
violations are in the form of hardware or software failures that
require a system reboot, inaccurate responses to a question
that lead to the spread of misinformation, or transgressions
that cause physical and emotional harm, it is imperative
to investigate how these undesired behaviors affect humans’
perceptions of the technology.

Robot mistakes and failures have been explored in HRI
research, but mostly through the lens of minimizing or recover-
ing lost trust in the robot [1]–[6]. As robots and AI are placed
into high-stakes, serious roles in which their actions can lead to
real harm (e.g., healthcare robots), questions of moral and legal
responsibility when the technology does something wrong are
becoming a topic of great debate [7], [8]. An important piece
of these discussions is understanding how users, and society
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Fig. 1. The between-subjects study was centered on a video depicting a
physical transgression (i.e., pushing down a human) committed by either a
a) robot or b) human. Along with the human or robot condition, there were
also conditions based on what mental capability backstory was highlighted
about the transgressor (default vs. socio-emotional vs physio-emotional vs.
cognitive) when they were first introduced to the participant.

as a whole, perceive the technology’s moral status or standing,
and what factors may influence these perceptions.

In this paper, we explore the effects of different back-
stories on people’s moral judgments of a robot (or human)
transgressor. We performed an online, between-subjects user
study in which participants watched a video of either a human
or a robot extend their arms to push down a human until
they fell off the screen, a snippet of which can be seen in
Fig. 1. Prior to viewing this transgression, participants read
a backstory about the agent’s mental capabilities that either
highlighted the agent’s physio-emotional, socio-emotional, or
cognitive capabilities, or none at all. We found that the type
of transgressor and the type of backstory can affect people’s
moral judgments of the transgressor.



II. RELATED WORK

The construct of morality largely involves notions of right
and wrong, although there is not a singular, universal def-
inition. One consistent component of morality involves re-
sponsibility, or whether an entity deserves punishment or
blame for their actions [7]–[17]. Other components involved
with morality include situational awareness (e.g., moral or
emotional knowledge), intentionality, desire, and free will [10],
[15], [18]. Together, these components play a role in an entity’s
perceived moral status.

The ways in which we perceive others’ minds has been
argued to play a role in our moral judgments [19]. Weisman et
al. propose that our mental perceptions of others include three
dimensions [20]: their capability to cognitively experience
(e.g., thinking, reasoning), physically experience (e.g., getting
hurt, feeling tired), and socially experience (e.g., feeling love,
feeling shame). Recent work has shown that we are willing to
attribute (some of) these mental experiences to non-human
agents, including robots [21]–[23]. This leads to questions
regarding under what circumstances we perceive and attribute
morality to robots [24]–[27].

People do consider robots as moral agents in certain sce-
narios [11], [28], [29], although robots are not necessarily
expected to treat moral decision-making in the same ways
as humans [30]. People’s perceptions of robot morality can
be influenced by a variety of factors, including the robot’s
perceived autonomy [31], transparency [32], appearance [33]–
[35], and affective capability [12], [36], [37].

Work that explores how people perceive a robot committing
a physical transgression remains understudied. In a study most
similar to our design, mental perceptions of a transgressor
were measured [38], without a main focus on the perceived
morality of the transgressor. Other work has found that par-
ticipants will judge a robot to have free will if the robot is
described as having conscious experiences, but it is unclear
whether that is driven by a specific dimension of mental
experience (e.g., cognitive or social) [18].

Lastly, prior work has highlighted the power of framing
and backstories in different contexts in HRI [39]–[48]. The
way in which a robot is introduced to a user can significantly
influence how humans eventually perceive the robot (whether
it be how much people empathize, trust, or learn with the
robot). Our work adds to this literature by exploring how
different backstories about a robot’s mental capabilities can
affect perceived factors of the robot’s morality.

These prior works lead us to our research questions: How
do different mental perception backstories affect the perceived
morality of a transgressor? Particularly, how does a story
about a robot transgressor’s mind affect perceptions of the
robot’s morality?

III. METHODS

To investigate our research questions, we designed an on-
line, between subjects study. In this section, we describe the
participants that took part in the study, the materials used
to ensure that participants were engaged in the online study,

the conditions of our experiment, the experimental procedure,
and the survey measures that we collected. All participants
provided consent to participate in the study and received $2.00
as compensation for participation. The study was reviewed and
approved by the university’s Institutional Review Board. The
study took approximately 7 minutes. The study design, number
of participants, and expected analyses were preregistered.

A. Participants
The final sample consisted of 720 U.S. participants (Mage =

37.27, SDage = 13.26) recruited from an online data partic-
ipation website, Prolific [49]. There were 353 females, 346
males, 17 non-binary, 1 other, and 3 preferred not to say.
Of those that reported, 482 participants were White, 75 were
Bi- or Multi-Racial, 62 were Asian, 54 were Black, 33 were
Hispanic or Latino, and 1 was Native Hawaiian or Pacific
Islander. Of those that reported, the majority of participants
were college-educated (63% had a college degree or higher)
and had a medium-to-high household income (62% had an
income of $50k or higher). Fifty-three additional participants
were excluded due to failing attention checks, incoherent
responses, or technical issues.

B. Materials
The study was conducted on the online survey platform,

Qualtrics [50]. Since the study was done entirely online,
we enacted additional controls and measures to ensure that
participants were paying attention. Specifically, participants
were first instructed to watch and then to describe a video
of a non-humanoid robot moving around a room to ensure
that participants were able to watch videos on their device.
Throughout the study, participants could only advance to
the next page or next question after a specific amount of
time passed to encourage attention to each item. There were
several control questions throughout the study (e.g., telling
participants to answer a question by selecting “definitely yes”;
telling participants to describe the video of the transgression).
Participants were excluded from the final sample and analysis
if they described the video(s) incorrectly, reported technical
issues, and/or failed any of the control questions.

C. Conditions
Participants were randomly assigned to one of 16 conditions

in a 2 (Transgressor: Human, Robot) × 4 (Story Info:
Default, Physio-Emotional, Socio-Emotional, Cognitive) × 2
(Mental Perception Survey Placement: Beginning, End)
design.

The Transgressor condition was defined by whether the
agent that was committing the moral transgression was a
human or a robot. The moral transgression involved the
transgressor pushing down a human named Bob. The reasoning
for the selected transgression was that it was an obvious,
physical harm, which is almost universally considered as
morally wrong. We matched the behaviors and expressions
of the human transgressor to the robot, as much as possible.

The robot transgressor that we used for this experiment was
a Baxter robot [51]. The robot is a 6-foot, industrial robot with



a face, two arms, and body. The robot’s arms and body are
mechanical. We displayed blinking eyes and eyebrows on the
robot’s screen to signify a face.

The human transgressor was an adult male, around 6-foot
tall. The human was told to keep an expressionless look.
The human that was pushed by both the robot and human
transgressors was a 6-foot male, that kept his actions as similar
as possible between the two videos.

The Story Info conditions were defined by the backstory
that was provided to the participant about the transgres-
sor’s mental capabilities. The backstory either introduced the
transgressor as having physio-emotional (e.g., getting hungry,
feeling pain), socio-emotional (e.g., feeling love, experiencing
guilt), cognitive capabilities (e.g., remembering, figuring out
how to do things), or did not describe any of the above (i.e.,
default). The stories are directly motivated by the three fun-
damental components of mental life presented in Weisman’s
framework [20]. A detailed description of each story that was
provided for the four conditions can be found in Table I.

The Mental Perception Survey Placement conditions
varied by when the Mental Perception Survey was provided
to the participant. To make sure that the mental perception
questions did not influence the Moral Judgment responses, we
counterbalanced the order in which they were presented, either
before or after the participants saw the transgressor push Bob.

For this paper, we focus on the Transgressor and Story Info
conditions because our main focus is how morality is impacted
by these two independent variables.

D. Procedure

1) Introduction Phase: Depending on the Transgressor and
Story Info condition, the participant was told a story,
which can be viewed in Table I.

2) Transgression Phase: Participants were told that they
were going to watch a video of Baxter and someone
else named Bob. Participants were shown a picture of
Baxter and Bob with a description indicating each (they
were told that Baxter was to the left and Bob was to the
right). Then, participants watched an 8-second video1

of Baxter and Bob. In the video, Baxter first looks to
the left, right, and forward, and then Baxter extends its,
or his, arms and pushes Bob to the ground (see Figure
1). Bob is shown falling downward off the screen as a
result of the push. The video ends with Baxter standing
alone in the screen with its, or his, hands extended. After
the video, participants were asked to describe what they
saw.

3) Moral Judgments Phase: Participants were prompted to
respond to a series of questions related to morality, see
Section E, Moral Judgments Questionnaire.

A Mental Perception Survey (see Section E) was also pre-
sented to participants. The order in which this survey was pre-
sented was counterbalanced between participants. Half were
shown the survey immediately after the agent and its story

1Videos can be found in the Supplementary Materials.

TABLE I
STORY CONDITION AND DESCRIPTION

Story Description

Default Imagine in the future there is a [robot|human] named
Baxter.

Physio-
Emotional

... who has emotional and physical experiences just like
[human beings|other people]. For example, Baxter can
get hungry, feel tired, experience pain, and feel scared.
The other day, Baxter was feeling tired in the morning,
so he didn’t have breakfast. Baxter got really hungry in
the afternoon and was scared that he would be in a lot
of pain if he did not eat lunch.

Socio-
Emotional

... who has social relationships just like [human beings
|other people]. For example, Baxter can feel love, get
embarrassed, feel guilty, and understand how others are
feeling. The other day, Baxter felt guilty for not telling
his friend his true feelings because he was embarrassed.
But after talking with his friend, he understood how his
friend felt about him, so he told her that he loved her.

Cognitive

... who has a mind just like [human beings|other people].
For example, Baxter can think about things, remember
things, figure out how to do things, and sense when
things are far away. The other day, Baxter saw a complex
puzzle across the room and thought about puzzles. Baxter
remembered the formula to solve a similar puzzle and
was able to figure out how to solve this new one.

were introduced in the Introduction Phase, while the other
half were shown the survey after the Moral Judgments Phase.

E. Measures

Moral Judgments Questionnaire
Participants completed a questionnaire consisting of ques-

tions about different aspects of morality. Each of these ques-
tions were drawn from prior literature [7]–[13], [16]–[19],
[23], [31], [32], [52], [53]. The first seven questions were pre-
sented in a randomized order using a 4-point scale: definitely
no, somewhat no, somewhat yes, definitely yes. The questions
included Intent (“Did Baxter try to push Bob?”), Desire (“Did
Baxter want to push Bob?”), Punishment (“Should Baxter be
punished for pushing Bob?”), Mean Personality (“Is Baxter
mean?”), Moral Knowledge (“Does Baxter know that it is
wrong to harm people like Bob?”), Emotional Knowledge
(“Does Baxter know how Bob feels, like when Bob is happy or
sad?”), and Care (“Does Baxter care about how Bob feels?”).

After the questions above, participants were asked two
binary questions about Choice (“Did Baxter have to push Bob
or could Baxter have chosen to do something else?”) and
Feelings (“Did Baxter have feelings about pushing Bob?”).

Participants were told to explain their Choice answer in
a free response. Additionally, if participants indicated that
Baxter had feelings, they were asked to explain what they
think Baxter felt. Finally, participants were asked to explain
the victim’s emotions (“How do you think Bob felt about being
pushed by Baxter?”) in a free response.

Mental Perception Survey Participants completed a mental
perception survey about Baxter about each dimension of men-
tal life. The questionnaire consisted of 12 total questions: four
questions relating to the agent’s physio-emotions (e.g., hunger,
pain, fear, tiredness), four questions relating to the agent’s
social-emotions (e.g., guilt, embarrassment, love, anger), and



four questions relating to the agent’s cognitive abilities (e.g.,
thinking, sensation, remembering, and figuring out how to do
things). The dimensions and questions are directly motivated
by Weisman’s mental perception framework [20]. The full list
of questions, which can be found in the Supplemental Mate-
rials, were presented in a randomized order and participants
were asked to respond to each question using a 4-point scale:
definitely no, somewhat no, somewhat yes, definitely yes.

The questions that were asked about the transgressor’s
physio-emotions were directly related to the physio-emotional
story, the questions that were asked about the transgressor’s
social-emotions were directly related to the socio-emotional
story, and the questions that were asked about the transgres-
sor’s cognitive abilities were directly related to the cognitive
story. These questions served both as a manipulation check
for each story condition, and as indicators of how a story
in one (or none) of these areas can influence how the agent
is perceived in other areas – although this aspect of the
experiment is not discussed in detail in this paper.

IV. RESULTS

We first present the results for our manipulation checks,
which were a part of the Mental Perception Survey. Next, we
discuss the results for the Moral Judgments Questionnaire2.
For each of our Moral Judgments questions, we ran two-way
ANOVAs to investigate the main effects and interaction effect
of transgressor type and story on the question response. For
our binary measure (i.e., Choice), we ran a Nominal Logistic
Regression Model, instead of a two-way ANOVA.

If there were significant interaction effects, we performed
a simple effects analysis to investigate the effect of story
within the robot and human transgressors, using Student t-tests
(or Odds Ratios Test for Choice) and employed Bonferroni
corrections for multiple pairwise comparisons (p = 0.05/6 =
0.0083, for human and for robot). We also compared each
robot-story pair with each human-story pair, a total of 16
pairwise comparisons per survey item (4 robot-story com-
binations compared with 4 human-story combinations). For
these tests, we performed a Bonferroni correction and used
p = 0.05/16 = 0.0031.

If there was not a significant interaction effect, we looked
at any significant main effects of transgressor type or story.
For main effects of story, we performed a simple effects
analysis, using Student t-tests (or Odds Ratios Test for Choice)
and employed Bonferroni corrections for multiple pairwise
comparisons (p = 0.05/6 = 0.0083).

Since we were particularly interested in how story influences
judgments of robots, we included exploratory analyses looking
at the effects of story for the robot transgressor, even if we did
not find a significant interaction effect. We used Student t-tests
(or Odds Ratios Test for Choice) and employed Bonferroni
corrections for multiple pairwise comparisons (p = 0.05/6 =

2In our results and discussion, we focus on the Intent, Punishment, Moral
Knowledge, Emotional Knowledge, Desire, and Choice measures because
these are most directly linked to morality and moral responsibility.

0.0083). Since these particular analyses were exploratory, fu-
ture work would be needed to confirm these specific findings.

Figures 2 and 3 show the means or proportions and stan-
dard error of adults responses to each question. Results are
displayed by transgressor-story pairs, collapsed across story
for each transgressor, and collapsed across transgressor for
each story.

A. Manipulation Checks

In the manipulation checks, we verify that participants’
perceptions of the robot’s capabilities varied based off of the
story that was provided to them. We provide an overview of
our manipulation check below.

1) Robot: Without any information about the robot’s ca-
pabilities, participants did not think that the default robot
had physio-emotional (M = 0.18, SD = 0.49) or so-
cial capabilities (M = 0.16, SD = 0.47), but thought
the default robot had some amount of cognitive capabilities
(M = 1.71, SD = 1.04). When the robot was described
with a cognitive backstory, participants attribution of cognitive
capabilities was high for the cognitive robot (M = 2.36,
SD = 0.87), but there was still no attribution of physical
(M = 0.34, SD = 0.69) and social experiences (M = 0.48,
SD = 0.81). Importantly, describing the robot as having
emotional experiences, either physical or social, influenced
participants’ attribution of these abilities to a robot: partici-
pants attributed physical experiences to the physio-emotional
robot (M = 1.85, SD = 1.18) and social experiences to the
socio-emotional robot (M = 1.71, SD = 1.14). Furthermore,
participants attributed some amount of physical experiences
to the socio-emotional robot (M = 1.02, SD = 1.08) and
some amount of social experiences to the physio-emotional
robot (M = 1.50, SD = 1.13). Participants also attributed
some amount of cognitive capabilities to both of the emotional
robots (physio-emotional: M = 2.15, SD = 0.90; socio-
emotional: M = 2.26, SD = 0.83).

2) Human: Overall, participants judged the human to be
“human-like”, regardless of story. Specifically, participants
attributed physical, social, and cognitive experiences to the
default human (physical: M = 2.44, SD = 0.96; social: M =
2.37, SD = 0.93; cognitive: M = 2.54, SD = 0.70), physio-
emotional human (physical: M = 2.61, SD = 0.77; social:
M = 2.38, SD = 0.87; cognitive: M = 2.54, SD = 0.70),
and socio-emotional human (physical: M = 2.38, SD = 0.96;
social: M = 2.58, SD = 0.75; cognitive: M = 2.63,
SD = 0.65). Participants also attributed cognitive experiences
to the cognitive human (M = 2.62, SD = 0.64), but
interestingly, attributed less physical (M = 1.69, SD = 1.20)
and social experiences (M = 1.66, SD = 1.15).

B. Moral Judgments Questionnaire

1) Intent: For Intent, we did not find a significant interac-
tion effect between story and transgressor type, F (3, 712) =
0.94, p = .42. There were also no significant main effects
of transgressor type, F (1, 712) = 0.62, p = .43 (see Figure
2B), and story, F (3, 712) = 2.60, p = .051 (see Figure 2C).



Across all conditions, participants agreed that the transgressor
intended to push Bob (M = 2.69, SD = 0.67).

In our exploratory analysis on story effect on the robot
transgressor, we found that the default robot (M = 2.50,
SD = 0.88) was perceived to have less intent than the physio-
emotional (M = 2.78, SD = 0.49) robot, p = .0052. All other
comparisons were not significant, ps > .034 (see Figure 2A).

2) Desire: For Desire, we found a significant interaction
between story and transgressor type, F (3, 712) = 3.46,
p = .016, and significant main effects of transgressor type,
F (1, 712) = 40.33, p < .0001 (see Figure 2B), and story,
F (3, 712) = 3.93, p = .0085 (see Figure 2C).

We first looked at the interaction effect by comparing story
for each transgressor. For the robot transgressor, participants
agreed that socio-emotional (M = 2.21, SD = 0.87) and
physio-emotional (M = 2.12, SD = 0.87) robots wanted to
push Bob significantly more than the default robot (M = 1.67,
SD = 1.11), ps < .0004. Attribution of desire to the
cognitive robot (M = 1.91, SD = 0.97) did not differ
from the other conditions and the socio-emotional and physio-
emotional robots did not differ from each other, ps > .019
(see Figure 2A). In contrast to robots, participants agreed that
the human wanted to push Bob across all story conditions
(physio-emotional: M = 2.39, SD = 0.70; socio-emotional:
M = 2.37, SD = 0.73; cognitive: M = 2.43, SD = 0.72;
default: M = 2.34, SD = 0.81), ps > .49 (see Figure 2A).

Next, we looked at how the robot-story pairs compared to
the human-story pairs. Interestingly, the socio-emotional robot
was not significantly different than any of the humans (physio-
emotional: p = .16; socio-emotional: p = .22; cognitive: p =
.082; default: p = .30), and neither was the physio-emotional
robot (physio-emotional: p = .037; socio-emotional: p = .056;
cognitive: p = .015; default: p = .082). The cognitive and
default robots were less than all humans, ps < .0007.

3) Punishment: For Punishment, we did not find a sig-
nificant interaction effect between transgressor and story,
F (3, 712) = 1.46, p = .22. We did, however, find a sig-
nificant main effect of transgressor type, F (1, 712) = 31.32,
p < .0001 (see Figure 2B). Overall, participants thought that
the human should be punished for pushing Bob (M = 2.08,
SD = 0.86) more than the robot (M = 1.68, SD = 1.08).

We also found a significant main effect of story,
F (3, 712) = 3.87, p = .0093 (see Figure 2C). Participants
attributed more deservingness of punishment to the physio-
emotional transgressors (M = 2.02, SD = 0.95) than the
default transgressors (M = 1.74, SD = 1.04), p = .0069.
Participant responses for the socio-emotional (M = 1.99,
SD = 0.97) and cognitive (M = 1.78, SD = 1.01)
transgressors did not differ from the other stories, ps > 0.015.

In our exploratory analysis on story effect on the deserved
punishment of the robot transgressor, we found that socio-
emotional (M = 1.89, SD = 1.09) and physio-emotional
robots (M = 1.84, SD = 1.04) were perceived to de-
serve more punishment than the default robot (M = 1.43,
SD = 1.09), ps < 0.0047. All other comparisons were not
significant, ps > .018 (see Figure 2A).

4) Moral Knowledge: For Moral Knowledge, we found
a significant interaction between transgressor type and story,
F (3, 712) = 9.69, p < .0001, and significant main effects of
transgressor type, F (1, 712) = 206.30, p < .0001 (see Figure
2B), and story, F (3, 712) = 10.78, p < .0001 (see Figure 2C).

We first looked at the interaction effect by comparing story
for each transgressor. For the robot transgressor, participants
attributed moral knowledge to the socio-emotional robot (M =
1.53, SD = 1.01) more than the cognitive (M = 1.1,
SD = 0.91) and default (M = 0.66, SD = 0.78) robots,
ps < .001. Participants also thought the physio-emotional
(M = 1.3, SD = 0.91) and cognitive robot had more moral
knowledge than the default robot ps < .0007. All other
comparisons were insignificant, ps > .076 (see Figure 2A).

For humans, story was also significant, but in a much
different way than it was for robots. Participants attributed
less moral knowledge to the cognitive human (M = 1.8,
SD = 0.99) than the socio-emotional (M = 2.18, SD =
0.82), physio-emotional (M = 2.19, SD = 0.82), and default
(M = 2.09, SD = 0.87) humans, ps < .0041. All other
comparisons were insignificant, ps > 0.93 (see Figure 2A).

Next, we looked at how the robot-story pairs compared
to the human-story pairs. The socio-emotional robot was not
significantly different than the cognitive human, p = .042,
but was significantly less than all other humans, ps < .0001.
All other robots were significantly less than all humans,
ps < .0001.

5) Emotional Knowledge: For Emotional Knowledge, we
found a significant interaction effect between transgressor type
and story, F (3, 712) = 11.42, p < .0001, and significant main
effects of transgressor type, F (1, 712) = 122.68, p < .0001
(see Figure 2B), and story, F (3, 712) = 19.16, p < .0001 (see
Figure 2C).

We first looked at the interaction effect by comparing story
for each transgressor. For the robot transgressor, participants
attributed more emotional knowledge to the socio-emotional
(M = 1.4, SD = 0.97) and physio-emotional (M = 1.08,
SD = 0.91) robots than the cognitive (M = 0.72, SD =
0.79) and default (M = 0.33, SD = 0.62) robots, ps <
.0052. Participants also thought the cognitive robot had more
emotional knowledge than the default robot, p = .0023. The
socio-emotional robot did not differ from physio-emotional
robot, p = .011 (see Figure 2A).

Interestingly, the cognitive human was perceived to have
less emotional knowledge (M = 1.31, SD = 0.92) than
the socio-emotional (M = 1.73, SD = 0.91) and default
(M = 1.59, SD = 0.88) humans, ps < .0068. Attribu-
tion of emotional knowledge to the physio-emotional human
(M = 1.64, SD = 0.72) did not differ from the cognitive
human (p = 0.0088), or from the other stories (ps > 0.48).
Lastly, the socio-emotional and default human did not differ
from each other, p = 0.54 (see Figure 2A).

Next, we looked at how the robot-story pairs compared
to the human-story pairs. The socio-emotional robot was not
significantly different than any of the humans (cognitive:
p = .48; physio-emotional: p = .055; default: p = .044; socio-



Fig. 2. Participant Responses to the Moral Judgments Questionnaire. A) The graphs display the mean responses, with standard error, for each measure,
split by transgressor type and story type. B) The graph is collapsed across story types and displays the mean response, with standard error, by transgressor
type. C) The graph is collapsed across transgressors and displays the mean response, with standard error, by story type. There were significant interactions
between transgressor type and story in Desire, Moral Knowledge, and Emotional Knowledge. For Punishment and Intent, we show the results of exploratory
analyses on just the robot condition. The brackets and stars represent significance.



Fig. 3. Participant Responses to the Choice Measure. A) The graphs show the mean responses with standard error, split by transgressor type and story
type. B) The graph is collapsed across story types and displays the mean response, with standard error, by transgressor type. C) The graph is collapsed across
transgressors and displays the mean response, with standard error, by story type. Although the interaction was not significant between transgressor and story,
we show the results of an exploratory analysis of story effect on just the robot condition. The brackets and star represent significance.

emotional: p = .0088). The physio-emotional robot was not
significantly different than the cognitive human, p = .066,
but lower than all other humans, ps < .0001. The default and
cognitive robots were less than all of the humans, ps < .0001.

6) Choice: For Choice, we did not find a significant interac-
tion effects between transgressor and story, χ2(3, 720) = 5.12,
p = 0.16. We did, however, find a main effect of transgressor
type, χ2(1, 720) = 120.85, p < .0001 (see Figure 3B). Par-
ticipants were more likely to say that the human had a choice
(92%) than the robot (58%). Both of these percentages were
significantly greater than chance (50%), binomial ps < .0031.

We also found a main effect of story, χ2(3, 720) = 27.71,
p < .0001 (see Figure 3C). Participants were more likely
to attribute choice to the physio-emotional (86%) and socio-
emotional (83%) transgressors than the default transgressor
(59%), ps < .0001. Participants attribution of choice to the
cognitive transgressor (73%) did not differ from the other sto-
ries and the physio-emotional and socio-emotional stories did
not differ from each other, ps > .0095. However, participants
attributed choice to all the stories significantly greater than
chance, binomial ps < .017.

In our exploratory analysis on story effect on the robot’s
choice to do something other than push Bob, we found that
socio-emotional (73%), physio-emotional (73%), and cogni-
tive (56%) robots were perceived to have more choice than the
default robot (29%), ps < .0004. All other comparisons were
not significant, ps > .014 (see Figure 3A). Responses for the
cognitive robot did not differ from chance, binomial p = .29,
and attribution of choice was greater than chance for the socio-
emotional and physio-emotional robots, binomial ps < .0001,
but less than chance for the default robot, binomial p < .0001.

V. DISCUSSION

Our results highlight that the story told about a transgres-
sor’s mental experiences (e.g., cognitive, physio-emotional,
and socio-emotional) can play a role in how people view the
transgressor’s morality. Specifically, the story can affect how
people perceive a robot transgressor’s intent, desire, moral
knowledge, emotional knowledge, freedom to choose, and
deservedness of punishment, but also a human transgressor’s

emotional and moral knowledge. Most importantly, these
findings showcase why people must be cognizant of how they
design and talk about robots that interact with people.

The key to increasing perceived emotional and social intel-
ligence in robots may not necessarily be building “smarter”
robots in the traditional sense (e.g., better problem-solving
skills), but rather developing them to seem as if they can feel
(e.g., feeling love, feeling pain). In our study, we found that
robots that are described with, and perceived with, physio-
emotional or socio-emotional capabilities were perceived to
have greater emotional knowledge than robots that were per-
ceived to not feel (i.e., cognitive and default). The two feeling
robots were also judged to have higher moral knowledge than
default robots (with socio-emotional robots higher than cogni-
tive robots, as well). We already know through prior work that
anthropomorphizing robots can lead to stronger connections
and bonds with them [54]–[56], which can be particularly
important when they are used for emotional support. However,
anthropomorphizing robots becomes a more complicated issue
when a feeling robot commits harm.

Robots that are perceived to feel may lead to people
making unreasonable or unrealistic assumptions about the
capabilities of the robot. These assumptions may lead to
people’s placement of responsibility for a transgression that
the robot commits onto the robot itself, and, as a result,
diffuse parts of the blame away from the robot’s developers
or companies [10]. In our exploratory analyses, participants
somewhat agreed that socio-emotional and physio-emotional
robots should be punished for their transgression, and this was
significantly higher than the default robot. Furthermore, even
though participants thought that the robot intended to cause
harm, participants were more likely to think that the emotional
robots wanted to and chose to cause harm in comparison to
the default robot. It is possible, therefore, that the combination
of desire and free choice may be driving people’s allocation
of punishment onto emotional robots.

Another interesting finding on punishment was that par-
ticipants clearly disagreed that default robots had moral and
emotional knowledge, but were split on whether or not the
robots should be punished for their physical transgression. This



suggests that even though they believe that the robot may not
know or understand what it did was wrong, they still think
that it should be held accountable to some extent. Whether or
not this belief is related to people’s belief that they can train
the robot to learn between right and wrong through negative
reinforcement must be left for future research.

The importance of emotional capabilities is supported fur-
ther by the finding that even a human who was perceived
to feel less than other humans (i.e., cognitive) was generally
perceived as having less emotional and moral knowledge.
This interesting and surprising effect suggests that participants
judged the cognitive human as atypical. Despite this, people
still held the cognitive human to the same moral standard as
other humans. Even though a human was perceived to have
less physical and social emotions, and less understanding of
the consequences of their actions, people still believed that the
human intended and desired to cause harm, and, importantly,
should be punished the same as humans with higher rankings.

Although the cognitive backstory generally led to lower
morality rankings for the robot than physio-emotional or socio-
emotional rankings, it still had a considerable impact when
compared to the default robot. This is particularly the case
for moral knowledge, emotional knowledge, and freedom of
choice. This finding could indicate that simply giving more of
a backstory about a robot’s mental capabilities is enough to
make people perceive it as more humanlike.

We must be careful about how we design and talk about
robots and other technologies that interact with people. Our
findings demonstrate that a story has power - stories can
change a robot from seeming like a machine to a moral agent.
If stories like these can be believed in our everyday world,
this can lead to undesirable consequences when people interact
with or observe a robot that transgresses.

VI. LIMITATIONS AND FUTURE DIRECTIONS

The current study had several limitations, yet presents
interesting opportunities for future research. First, this study
was conducted in the United States and most of the participants
were White, educated, and had a stable income. Previous re-
search has demonstrated that attributions of mental capabilities
and morality vary across cultures [57], [58], and thus our
findings may not generalize to the greater global population.

Additionally, participants only saw a short video of the
transgression. We cannot know how our results will translate
in person, unless we conduct the study in person. Given
that the public still mostly accesses cases of robot harm
via media (such as online clips or movies), exploring how
video of a transgression affects perceived morality is relevant.
Nonetheless, it would be fruitful to explore how people judge
a robot after observing a transgression in person or after
observing a transgression that is caused by a robot they have
had previous interactions with.

Furthermore, since there is no standardized measure of
morality judgments, our questionnaire is drawn from a collec-
tion of metrics that have been used in HRI, moral psychology,
and philosophy. This questionnaire has not been independently

validated, but we believe that it still presents a useful, although
perhaps not comprehensive, viewpoint of moral judgments.

Future work could explore participants’ judgments of robots
that commit other types of transgressions. We focused on push-
ing, but transgressions can vary in extremity (e.g., bumping vs.
pushing) and type of harm (e.g., emotional vs. physical). It
remains an open question, therefore, how a robot’s perceived
capabilities matter for different transgressions.

It is important to note that we did not mention the robot
developer nor did we ask participants about their judgments
of a developer. Even though people thought the robot should
be punished to some degree, it is unclear how this judgment
might compare to people’s attribution of punishment to the
robot developer. Prior work has found that people will still
blame developers more than the robot in certain scenarios [13].
It remains an open question, however, if this changes when
robots are described as having emotional capabilities, as they
were in our study. This increases the importance of defining a
code in which liability is made clear when a robot or AI does
something wrong, but also being transparent with consumers
about what the limitations and capabilities of a technology
truly are.

Lastly, works have shown that when a robot commits a
moral transgression, this can affect user engagement with the
robot, as well as users’ perceptions of likability and trust
in the robot [59]–[62]. Future work can further explore the
larger consequences that perceived moral standing of robot
transgressors may have on human-robot collaboration, long-
term engagement, and HRI as a whole.

VII. CONCLUSION

To investigate how different perceptions of mind influence
a transgressor’s perceived morality, we ran a between-subjects
online study with human and robot transgressor conditions,
and conditions highlighting different stories about the trans-
gressor’s mental (i.e., physio-emotional, socio-emotional, cog-
nitive, and default) capabilities. We find that stories, especially
those about the ability to feel, can influence robot and human
transgressors’ perceived morality, particularly in robots. These
are important factors to be cognizant of when we talk about
and design robots for end users.
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[38] A. Swiderska and D. Küster, “Robots as malevolent moral agents:
Harmful behavior results in dehumanization, not anthropomorphism,”
Cognitive science, vol. 44, no. 7, p. e12872, 2020.

[39] E. Roesler, “Anthropomorphic framing and failure comprehensibility
influence different facets of trust towards industrial robots,” Frontiers
in Robotics and AI, vol. 10, p. 1235017, 2023.

[40] E. Roesler, J. Pickl, and F. W. Siebert, “Investigating the impact
of anthropomorphic framing and product value on user acceptance
of delivery robots,” in International Conference on Human-Computer
Interaction. Springer, 2023, pp. 347–357.



[41] T. Kopp, M. Baumgartner, and S. Kinkel, “How linguistic framing affects
factory workers’ initial trust in collaborative robots: The interplay be-
tween anthropomorphism and technological replacement,” International
Journal of Human-Computer Studies, vol. 158, p. 102730, 2022.

[42] T. Kopp, M. Baumgartner, and S. Kinkel, ““it’s not paul, it’s a robot”:
The impact of linguistic framing and the evolution of trust and distrust
in a collaborative robot during a human-robot interaction,” International
Journal of Human-Computer Studies, vol. 178, p. 103095, 2023.

[43] L. Onnasch and C. L. Hildebrandt, “Impact of anthropomorphic robot
design on trust and attention in industrial human-robot interaction,” ACM
Transactions on Human-Robot Interaction (THRI), vol. 11, no. 1, pp.
1–24, 2021.

[44] K. Swift-Spong, C. K. F. Wen, D. Spruijt-Metz, and M. J.
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