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Abstract—As social robots become more widely used as edu-
cational tutoring agents, it is important to study how children
interact with these systems, and how effective they are as assessed
by learning gains, sustained engagement, and perceptions of the
robot tutoring system as a whole. In this paper, we summarize
our prior work involving a long-term child-robot interaction
study and outline important lessons learned regarding individual
differences in children. We then discuss how these lessons inform
future research in child-robot interaction.

I. INTRODUCTION

Due to the well-established benefits of one-on-one human
tutoring on the learning performance of students, the education
community is still searching for methods of instruction that
can provide similar advantages for individual students [1], [2].
Social robots are a natural option to explore as effective tutor-
ing agents. Research in the human-robot interaction domain
has demonstrated that physically present robots can increase
cognitive learning gains, enjoyment, and compliance [3]–[5].
Furthermore, a robot that employs socially supportive behavior
can also impact learning [6]. Social robots also have the
capability to provide highly personalized tutoring interactions
by monitoring cognitive and affective states of individuals,
which can potentially lead to the robot learning what actions
to take for a given individual over time [7]. This provides
a foundation to explore whether social robots can be used
to shape behavior, sustain engagement and foster long-term
learning gains, particularly as tutoring agents during learning
interactions.

One key aspect of tutoring interactions is how students
seek help from the tutor. Research in the intelligent tutoring
systems community has found that students often engage
in unproductive help-seeking behavior such as help overuse
(rapid hint requests, for example) or help aversion (lack of use
of available help) and this may negatively impact learning [8].
Therefore, it is critical to understand the role of help-seeking
behaviors in robot tutoring, and whether these behaviors can be
shaped by the social robot tutor. This provided the motivation
for us to design and run a human-robot interaction study aimed
at answering some of these questions.

II. SCHOOL DEPLOYMENT

Our prior work involved conducting a long-term child-robot
school deployment in which children interacted with a robot

Fig. 1. Child interacting with the NAO robot in a math tutoring scenario.

in a one-on-one tutoring context [9]. This study was focused
on assessing the help-seeking behaviors of the children in the
study, as well as understanding the effectiveness of the robot
tutoring system that employed mechanisms to shape these
behaviors.

A. Participants and Setup

The study had 29 children (fifth and sixth grade students),
and each child interacted with the robot for four separate
sessions over approximately two weeks. The interaction was
a math-based interaction in which the students completed a
series of fractions problems with the robot during each session.
A picture of our robot-child tutoring setup can be seen in
Figure 1.

For each math problem, there was exactly three hints, which
the child could request from the robot. This is called on-
demand help, which refers to help given by the learning envi-
ronment that must be explicitly requested by the learner [8].
The hints had to be requested in order, and each successive hint
contained more information relevant to solving the problem at
hand.

B. Experimental Design

Our study had two conditions, which we referred to as the
control condition and the adaptive condition. In the control



Fig. 2. Histogram of incoming knowledge level for participants. Prior
knowledge level was measured by pretest score, which was eight questions
total.

condition, participants had access to the on-demand help
features of the tutoring system. In the adaptive condition,
participants also had access to on-demand help, however, the
robot employed two simple strategies to regulate the use of the
help features. The strategies involved the robot automatically
providing a hint when too little help was requested, or denying
a hint request and requiring an attempt when too much help
was requested.

The two groups were compared by assessing help-seeking
behavior change and learning gains. Behavior change was
measured by the difference in the number of “suboptimal”
help-seeking behaviors that occurred in session one and in
session four. The students also took a pretest before session
one and a posttest after session four, which was used to
measure normalized learning gains over all four tutoring
sessions.

C. Results

The full paper describing the methodology and results in
greater detail can be found in [9]. The main results of the paper
were that the group of children who received the behavior-
shaping strategies from the robot improved both their help-
seeking behavior and learning gains statistically significantly
more than the control group. In addition to these results,
by collecting this data over several weeks at multiple sites
and observing the tutoring sessions ourselves, we also gained
some insights that are of relevance to the child-robot interac-
tion community. We will outline and discuss these “lessons
learned” in the following section of this paper.

III. LESSONS LEARNED

By observing the child-robot tutoring sessions, we were
able to quickly perceive that there were many individual
differences across the students that seemed to dictate how the
tutoring session progressed, especially prior knowledge level,
and overall level of sustained attention during the session.

Fig. 3. Histogram of average problem length for participants. This was
averaged across all four tutoring sessions.

A. Incoming Knowledge Level

Despite the fact that the students were all approximately
the same age and came from the same state, it was clear
that there was a vast range of incoming knowledge levels
at play. We measured this by administering a pretest before
the child completed the first tutoring session with the robot.
As we were very interested in assessing whether the students
learned, it turned out to be crucial to administer this pretest.
Because of the range of scores present (see Figure 2), it
became clear that rather than comparing aggregated test scores
across groups, it is more relevant and useful to understand
how much a child improved relative to their original score. In
future long-term interactions, it is important to build in ways
to measure baseline values in order to compare performance
within an individual. This is necessary due to the vast and
often unexpected differences between each child.

B. Level of Focus/Attention

Each of the four sessions contained the same number of
questions, but students could take as long as they needed to
complete each session. One of the salient differences between
tutoring sessions of different children was the time taken to
complete each problem during each session (see Figure 3).
This was somewhat unanticipated due to the fact that all
children were from a similar geographical area and received
the identical content during the sessions. These differences can
likely be explained in part by prior knowledge level, as those
who had weaker incoming knowledge certainly took longer to
work through each of the exercises. However, from observing
the sessions in person, we noted that the student’s ability
to maintain focus on the math task and continue working
diligently throughout the entire session also played a role in
the distribution of total length of the session across students.

The reasons for when children were able to maintain focus
on the math task are likely tied to attributes and internal states



that are extremely difficult to measure reliably, such as dis-
engagement, frustration, boredom, confusion, and motivation
level. Despite the complexity of these emotional states, loss of
focus or attention also correlates to more observable behaviors
within the tutoring environment, such as large changes in
timing to answer questions, or drops in accuracy. Because the
tutoring system had no mechanism by which to handle these
behaviors, students who stopped paying attention (or expe-
rienced boredom, frustration, etc) were always left to return
to the task completely independently and consequently took
longer to complete the problems. These observations regarding
the crucial role of student attention during a learning interac-
tion have inspired us to introduce mechanisms to address these
individual differences in future robot-child tutoring studies.
Furthermore, we plan to specifically investigate when to use
non-task activities as breaks to sustain overall engagement
during learning interactions.

IV. FUTURE WORK

Due to the differences observed between children regarding
their attention during learning, we believe it is important to
study techniques of keeping students engaged throughout the
course of a tutoring interaction. The attention spans of students
listening to teachers can be as short as five minutes [10]. Ac-
commodating the short attention spans of students, specifically
younger students, during learning interactions is therefore a
crucial aspect of an autonomous robot tutoring system. One
method of doing this involves having the robot use social
support and allow the students to take breaks using non-task
activities (such as a simple game, or a stretch break). Using
off-task breaks during a traditional learning interaction has
the potential to improve child-robot interactions, especially for
younger students who may have trouble maintaining attention
over an extended period of time.

Social robotics research has demonstrated that personalized
robot behavior can be more effective than static behavior
applied across all users [11]. In addition, robot behavior
contingent on the user’s behavior can improve evaluations of
the robot as an interaction partner [12]. Therefore, regarding
non-task activities during a learning task, it is our aim to
understand whether non-task breaks that are contingent upon
the user’s actions are more effective than fixed-timing breaks
on learning outcomes, perceptions of the robot, and user expe-
rience. Furthermore, these non-task breaks during a learning
interaction can be administered in many different ways. How
to use breaks in this context to maintain student engagement
and potentially motivation is not yet understood.

We propose a study in which we compare three groups
of children, who each interact with the robot in a one-on-
one tutoring session. One group will have robot behavior that
provides non-task breaks on a fixed schedule. The other two
groups will receive breaks contingent on the user’s behavior,
allowing us to evaluate the effectiveness of the contingent
breaks. Each of the two contingent conditions will utilize
different user behavior on which the breaks will be contingent.
One will focus on administering the breaks as a reward, where

the student receives non-task activities for improving their
performance (accuracy or timing). The other group will have
robot behavior that triggers a break whenever the student is
performing poorly, which aims to use the breaks as a tool
to combat frustration or disengagement. By designing and
comparing two conditions in which the user actions that trigger
the breaks differ, we can better understand which triggering
mechanisms are more effective during a learning interaction.

V. CONCLUSION

In this paper, we outlined the promise of using social robots
as tutoring agents and summarized a field deployment in
which students interacted with a robot one-on-one for multiple
tutoring sessions over the course of a few weeks. We presented
some important lessons learned from completing this long-
term interaction study, specifically focusing on how individual
differences across children affect these learning interactions.
Lastly, we proposed future research we plan to conduct, which
we derived as a natural consequence of the lessons learned
from the completed school deployment.
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